
CS246 Exam Review
Fall 2022



The new ddl is Tuesday, Mar 15 





Lecture 6, page 10













Lecture 2, page 41





Lecture 13, page 20





Lecture 13, page 27

IG tells us how much 
information about Y is 
contained in X





Lecture 5, slide 17

Notes:
- Please make sure you 

understand the 
advantages/drawbacks of 
clustering algorithms we 
covered in class

- CURE, Hierarchical, …









Lecture 10, page 51

Note: for this topic, please also review 
link analysis, and methods to combat 
spam on the web

- PPR
- TrustRank

Lecture 9, page 52







Lecture 7, page 24

Note: (Pearson correlation) the numerical 
example on page 30 is inconsistent with this 
page, as page 30 uses the norm of r_x and 
r_y (minus mean) for normalization, while 
the definition uses the the norm of r_x’, r_y’ 
(their entries containing non-zero locations 
for both r_x and r_y).

Related to the example on the right
r_x’ = (1-5/3, 1-5/3) = (-0.67, -0.67)
r_y’ = (1-5/3, 2-5/3) = (-0.67, 0.33)





Lecture 8, page 28

Objective function
What is the lower bound for it?





Lecture 15, page 33

m -> number of movies
targets -> number of keys in hasht able (buckets)
k -> number of hash functions









Lecture 15, page 41







Lecture 11, page 53



Lecture 11, page 66





Suppose f = the structural distance between u 
and v when considering their k-hop 
neighborhoods

Edge weight w(u,v) = e^(-f)

If the structural distance is small, then the edge 
weight is large, therefore corresponding to the 
structural similarity



P15, Solution: 
A: The  vector  representations  will  form  two  groups(clusters).   In  each  cluster,  the node 
representations are very similar to each other.(Full credit for mentioning two clusters.)  No, this 
is not desirable since the nodes on the two balls are exactly the same structurally.

B: node2vec:All the nodes on the right clique.(Also correct if the student answers all the 
neighbor nodes)
struct2vec:Any node in G

C: For broader or narrower context and better representations of the structures.(Full
credit for reasonable answers.)

D: The vector representations will form only one group(cluster).  The node represen-
tations are very similar to each other.(Full credit for mentioning they have similar embeddings.)







False negative if sim > s 

False positive if sim < s



Precision = TP/(TP+FP)

Recall = TP/(TP+FN)




