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Odgovarjajte kratko in jedrnato, to¢no na zastavljena vpradanja. Vse odgovore pisite na ¢rto pod vprasanjl in

izklju€no na ta list, ki ga edinega oddate na koncul Cas pisanja: 45 minut.

(1)

Na sliki je podanih 12 primerov, ki so opisani s tremi atributi, a1, a2 in velikost, barva
pa oznaluje njihov razred. Velikost je lahko mala ali velika (velik ali mali krogec). Siva
krogca na koordinatah (2,2) in (5,5) predstavljata dva nova primera, ki ju boste
kasneje klasificirali.

(a) Napovejte razred za oba neznana primera (siva krogca) s pomoéjo algoritma kNN.
Pri tem je k = 3, uporabite pa evklidsko razdaljo in navadno glasovanje. Pri tem sta
numeri¢ni vrednosti za atribut velikost: mala = 0, velika = 1.
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(b) Za oceno kvalitete napovedi algoritma kNN (sedaj s k = 1 in evklidsko razdaljo) uporabite metodo izpusti enega
(leave-one-out). Pri tem se zgodi, da se primer (7,3,mala) oznati za rdegega. Kak3na je tako ocenjena klasifikacijska

tocnost? Kaj pa priklic za zeleni razred?

@ klasifikacijska to¢nost: 8/1[2, =6 ‘f 1. priklic (zelen): S'/.{_

Sedaj pa atributa al in a2 diskretiziramo v samo dve vrednosti, pri obeh je meja 3,5 (siva crtkana Crta na sliki
zgoraj): manj od meje pomeni vrednost nizko, vec pa visoko. Tako imajo sedaj vsi trije atributi le po dve vrednosti.

(c) Z uporabo tako diskretiziranih u¢nih podatkov zgradite

@ in narisite odlo¢itveno drevo. Pri tem lahko uporabite poljubno
mero netistoée, vse pa lahko priblizno ocenite (ne potrebujete
natancnega izracuna). V pomo¢: delitev na podmnoiici [3,1] in
[2,2] je nekoliko ¢istej$a od delitve na [2,1] in [3,2].

(d) Kako odlocitveno drevo klasificira oba neznana primera?
@ (2.2mala); Befew (5,5velika): _vo\ue

(e) Nazadnje zgornje diskretizirane podatke uporabimo 3e za
klasifikacijo s pomocjo Naivnega Bayesa (NB). Pri tem ne rabite
zgraditi celotnega modela, le toliko kolikor je potrebno za
klasifikacijo (€e je mozna) naslednjih dveh primerov. Za prvi
primer vemo le, da je vrednost atributa al visoka. Za drugl
primer pa sploh ne vemo nicl

@ (visoka,2.2): v (2,2.2): '(:dl,\k

(2)

Pridobili smo podatke devetih zaporednih meritev. Vrednosti, ki smo jih dobili so: {4, 6, 7, 8, 10, 12, 13, 17, 18}.
Z uporabo grucenja k-means Zelimo nad podatki zgraditi gru€e. Zatetna centroida sta postavljena na C1=2 in C2=20.

a) Navedi v katero gruco spadajo posamezne tocke v prvi iteraciji gru¢enja:

(H _c: 4,6¥3R 10 c2: 12, Jb, 02,4%

b) Navedi vrednosti centroidov C1 in C2 po prvi iteraciji:

(D —c 1 c2: 1§
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3)

Na desni sliki so podani primeri, urejeni po napovedani verjetnosti za 100% o]
= resnidno moder

moder razred. Za naklju¢ni gozd, ki je podal te napovedi izraunajte:

(a) Klasifikacijsko to€nost (razreda sta dva), e je meja za napoved 50%.
D 3l =6y

(b) Natanénost in mero F1, spet ob meji 50% (za napoved »modro«).
®  salowsesk. Ye=6x1  FA=eTL

(c) V kateri to¢ki koordinatnega sistema (x,y) smo, ko nariSemo prvih 2 ‘ 6 8 1 1
. primen (urcjeni po napovedani verjctnostl)
pet primerov na ROC krivuljo? Koordinati x in y izrazite v odstotkih!

D _x=51. 4= 501

(d) Nakljuéno izberemo dva primera, enega iz rdeéega in enega iz modrega razreda. Kak3na je verjetnost, da ju nad
model, ko napoveduje v moder razred, pravilno razvrsti (torej, da veéjo verjetno za moder razred tistemu, ki je
resni¢no moder)?

. q i
O _Agwoc= o = “ha =451
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napovedana verjetnost za moder razred

(4)

Na sliki je podan preprost svet, ki se ga nas agent uéi s pomoéjo spodbujevanega
ucenja (reinforcement learning}. Stanja so oznacena s érkami a-d, mozne akcije v
stanjih predstavljajo puscice. Tako je npr. v stanju a moZno izbrati akcije »ostani v a«
ali »pojdi v b«. Stanje d je kon¢no, tam agent dobi nagrado +10 tock. Vse akcije so
deterministicne, edina izjema je oznacena z rde¢o puscico. Tukaj se v tretjini
primerov res zgodi akcija »pojdi v d«, v preostalih primerih pa se preprosto ne zgodi
nic. Pri spodnijih vprasanjih konkretno napisite kako bi agent ravnal v stanjih a, b in c.

(a) Katere (optimalne) strategije se nauci na% agent, ¢e ob vsaki akciji dobi 3e
nagrado -1, tudi ob prehodih v konéno stanje in tudi, e se po akciji ne zgodi ni¢?

@ A oodd ars : b:poldl e Lot paidd & A
) T | 7 L]
(b) Kaj pa, ¢e ob akciji »ostani v a« (krozna povezava na sliki) dobi nagrado +1, pri vseh ostalih pa tako kot pri
nalogi (a) nagrado -1?
@ o osow & a b \?o\i‘din-(‘— 3 c,'-?a\;sdg N o

Sedaj pa algoritem spodbujevanega ucenja ucimo preko neposredne ocene koristnosti (angl. direct utility
estimation; DUE). Veljajo pravila (nagrade) iz naloge (b). Zapis (angl. log) dveh poskusov v tem svetu je naslednji:
[a->a->a->b->b->d]in[a->b->c->a->b->d]. Upoitevajte 3e, da se iz istih podatkov nau¢i tudi priblizne
ocene verjetnosti prehodov.

(c) Kak3ne so verjetnosti za prehode v stanju b ob izbiri akcije »pojdi v d«, torej P(s'| b,»pojdi v d«)?
® Qleln2a)=21 - p\bsd)=611
(d) Kakine strategije se na podlagi tega nauci nas algoritem?

® a: oshaui ar o \')f\fo;\\rﬁl\rok '} C‘-boloh'm—ok
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