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Treebanks

● Structured text corpora with syntactically annotated sentences
○ Sentences as tree-like graphs

● Useful for linguistics
○ Development of linguistic theories
○ Data-driven grammar description
○ Language documentation and preservation

● … and NLP



Two main approaches

● Constituency treebanks: phrase structure rules
○ e.g. Penn Treebank

● Dependency treebanks: syntactic relations between words
○ e.g. Prague Dependency Treebank

 

N. Chomsky: Syntactic 
structures (1957)

L. Tesnière: "Éléments de 
syntaxe structurale" (1959)

The predominant approach in NLP:
➔ Computationally more efficient
➔ Applicable to many languages
➔ Good proxy for core semantic roles

(Image source:  Wikipedia)

https://en.wikipedia.org/wiki/Treebank#/media/File:The_house_at_the_end_of_the_street.jpg


● Graphical representation of sentence structure with directed edges connecting a head 
(governing word) to a dependent (subordinate word).

○ Directed acyclic graph

● Components:
○ Nodes: Represent words in the sentence.
○ Edges: Define syntactic relationships, showing which word governs another.
○ Labels: Specify the type of grammatical function (e.g., subject, object, modifier).

● Root: The ultimate head from which all dependencies originate, usually the main verb.

Mary  reads  an interesting book 

Dependency tree

subject

object

determiner

modifier

root



Multitude of annotation schemes

● Language-, theory- or corpus-specific approaches to parsing, e.g.
○ PDT-inspired Slovene Dependency Treebank (Džeroski et al. 2006) 
○ JOS Dependency Treebank (Ledinek and Erjavec 2009)

(Source:  EACL 2017 UD Tutorial)

● A big problem for:
○ Comparing empirical results across languages
○ Doing cross-lingual transfer and learning
○ Building and maintaining multilingual systems

https://universaldependencies.org/eacl17tutorial/


Universal Dependencies



Universal Dependencies (UD)

● Project aimed at developing cross-linguistically consistent treebank 
annotation for many languages, started in 2014

● Built on common usage and existing de facto standards
○ e.g. Google Universal Part-of-Speech Tagset, Stanford Dependencies

● Aimed at complementing (not replacing) language-specific schemes
○ Application-oriented (not a theory)
○ Community-driven, open-source

● Main design principles:
○ Lexicalism: basic annotation units are words
○ Function words modify content words
○ Flexibility: language-specific features and relation subtypes



Annotation scheme

● Part of speech categories (17 tags)
● Morphological features (24 features)
● Syntactic dependencies (37 relations)

(English: A dog chases a scared cat.)



Annotation scheme

● Part of speech categories (17 tags)
● Morphological features (24 features)
● Syntactic dependencies (37 relations)

(English: A dog chases a scared cat.)



Annotation scheme

● Part of speech categories (17 tags)
● Morphological features (24 features)
● Syntactic dependencies (37 relations)

(English: A dog chases a scared cat.)



● Well-documented online: https://universaldependencies.org/guidelines.html 

UD categories and guidelines

https://universaldependencies.org/guidelines.html


● One word per line, 10 columns separated by tabs.
● Sentences separated by blank lines.
● Comment lines begin with a hashtag (e.g. # sent_id =)

9: enhanced 
dependency

CONLL-U Format

ID FORM LEMMA UPOS XPOS FEATS HEAD DEPREL DEPS MISC

1 Pes pes NOUN Ncmsn Case=Nom|Gender=Masc|Number=Sing 2 nsubj _ _

2 lovi loviti VERB Vmpr3s Aspect=Imp|Mood=Ind|Number=Sing|Person=3|Tense=Pres|VerbForm=Fin 0 root _ _

3

prestrašen
o prestrašen ADJ Appfsa Case=Acc|Degree=Pos|Gender=Fem|Number=Sing|VerbForm=Part 4 amod _ _

4 mačko mačka NOUN Ncfsa Case=Acc|Gender=Fem|Number=Sing 2 obj _ _

5 . . PUNCT Z _ 2 punct _ _

1: Token ID
3: Uninflected 

word form

2: Surface 
word form

5: Language-specific tag 
(e.g. MULTEXT-East)

4: Universal 
part of speech 6: Universal 

morphological features

7: ID of 
head word

8: Universal 
relation to head 10: any other 

annotation

Optional fieldsCore UD fields



Data repository

● Official UD dataset release every 6 months
○ LINDAT/CLARIN repository
○ Development: https://github.com/UniversalDependencies 

● UD v2.13 in numbers:
○ 259 treebanks
○ 148 languages
○ 30 language families
○ 1.8 million sentences
○ 30.8 million words
○ 577 contributors

https://github.com/UniversalDependencies


Research based on UD treebanks

Source:  J. Nivre: Ten  years of Universal Dependencies

https://ufal.mff.cuni.cz/events/ten-years-universal-dependencies


Using Treebanks in NLP



Use case 1: Parser development and evaluation

● Multilingual tools for grammatical annotation from raw text to UD

○ Single tool for many annotation layers
■ Segmentation, tokenization, lemmatization, POS tagging, feature prediction, parsing

○ Single tool for many languages
■ Major advances through CoNLL Shared Tasks 2017-2018
■ Invaluable for low-resource languages

● Two main approaches 
○ Transition-based vs. Graph-based parsing



Use case 1: Parser development and evaluation

● Typical evaluation setup for UD annotation:
○ train-dev-test data splits already featured in the official release of UD treebanks
○ F1 scores for the full pipeline

■ UAS = unlabelled attachment score (% of words with correct head prediction)
■ LAS = labelled attachment score (% of words with correct head and label prediction)

               Metric
System

Tokens Words Sents. Lemmas UPOS XPOS UFeats UAS LAS

Trankit
(English EWT) 98.67 98.67 90.49 96.65 96.47 96.75 97.25 91.29 89.4



Use case 2: Model understanding

● Syntactic probing: technique used to investigate what linguistic information is encoded in the 
hidden layers of neural network models

● Language models like BERT embed entire syntactic trees implicitly in their word representation 
spaces, demonstrating deep understanding of language structure

Source: Maudslay and Cottrell 2021

https://www.youtube.com/watch?v=HDT7zX2RYGU&t=160s


Use case 3: Downstream NLP tasks

● E.g. machine translation, sentiment analysis, relation extraction, 
question answering

● With the rise of LLM, there is less need for supervised syntactic parsing in 
downstream applications.

● However, explicit syntactic structure can still be useful for
○ High-precision tasks
○ Resource efficiency
○ Hybrid systems



Use case 4: Information Extraction

Goldberg, Y., & Orwant, J. (2013). A dataset of syntactic-ngrams over time from a very large corpus of English books. 

https://aclanthology.org/S13-1035.pdf


All examples are instances of the same simple tree -- drink tea -- which can easily retrieved from parsed data.

Use case 3: Information Extraction

Ana pije čaj.

Ana pije pretirano sladkan čaj.

Čaj pijemo v popoldanskih urah.

Čaj, ta čudežni napitek, ki izvira s Kitajske, Angleži v svojem 
popoldanskem ritualu najraje pijejo s kančkom mleka.

obj



Not as complex as it seems

● Annotation guidelines are well-documented online and easily comprehended

● Common NLP applications mostly only involve a subset of UD tags:
○ e.g. VERB, NOUN, ADJ, ADV part-of-speech categories
○ e.g. relations for nominal predicate arguments (nsubj, obj, iobj; obl, advmod)

● Many tools for processing CONLL-U files are available
○ conllu python library
○ pyconll python library
○ nltk.corpus.reader.conll module

● Theoretically not ideal, but ‘good enough’ for many applications.

https://universaldependencies.org/
https://pypi.org/project/conllu/
https://pypi.org/project/pyconll/2.3.1/
https://www.nltk.org/api/nltk.corpus.reader.conll.html


UD Landscape for Slovenian



● Two manually annotated UD treebanks for Slovenian
○ SSJ (news, non-fiction, wikipedia): 13k sentences (267k tokens)

■ Part of the SUK training corpus: additional 750k tokens with lemmas, UPOS and XPOS
○ SST (spontaneous speech): 6k sentences (76k tokens)

● Several tools facilitating their analysis or the creation of new treebanks

Data and tools

Q-CAT tool for manual 
treebank annotation

Drevesnik service for 
treebank querying Označevalnik service for 

automatic text annotation

STARK tool for bottom-up 
tree extraction

http://hdl.handle.net/11356/1844
https://orodja.cjvt.si/drevesnik/
https://orodja.cjvt.si/oznacevalnik/
https://github.com/clarinsi/STARK


Data and tools

● Locally developed state-of-the-art annotation models for Slovenian
○ CLASSLA-Stanza: models trained on latest SUK/SSJ + tagging control + Sloleks lookup
○ Trankit: models trained on latest SSJ and SST

○

Lemma F1 UPOS F1 XPOS F1 LAS F1

Trankit 98.17 98.98 97.97 94.22
CLASSLA-Stanza 99.15 99.13 98.29 91.13

● SloBench leaderboard for UD annotation
○ Hidden Slovenian UD test set
○ Evaluation based on the official CoNLL 2018 ST script
○ New competing systems are welcome!

https://pypi.org/project/classla/
https://github.com/nlp-uoregon/trankit
https://www.clarin.si/repository/xmlui/handle/11356/1870
https://slobench.cjvt.si/leaderboard/view/11


Data and tools

● Several automatically parsed reference corpora for Slovenian 
(‘parsebanks’)

○ Gigafida reference corpus of standard Slovene (1B words)
○ Trendi monitoring corpus

● Other resources with UD morphology 
○ Janes-Tag training CMC corpus (manual)
○ CLASSLA-web-sl (automatic)
○ Sloleks inflectional lexicon

http://hdl.handle.net/11356/1320
http://hdl.handle.net/11356/1943
http://hdl.handle.net/11356/1732
http://hdl.handle.net/11356/1882
http://hdl.handle.net/11356/1745


Current treebank-based research projects

● SPOT: Treebank-Driven Approach to the Study of Spoken Slovene 
○ Data-driven identification of speech-specific syntactic patterns

● MEZZANINE: Basic Research for the Development of Spoken Language 
Resources and Speech Technologies for Slovenian 

○ Developing an audio-aware annotation pipeline based on SST

● PhD research on linguistic characteristics of LLMs (L. Terčon)
○ Measuring syntactic complexity in Slovene and English LLM-generated texts

● PROP: Empirical Foundations for Digitally-Supported Development of Writing Skills
○ Analysing (the development of) syntactic patterns in student writing

https://spot.ff.uni-lj.si/
https://mezzanine.um.si/
https://www.cjvt.si/prop/


Conclusion



Summary

● Dependency treebanks are syntactically parsed corpora, in which the structure of 
a sentence is described as a set of binary relations between words. Such 
corpora are frequently used in both NLP and linguistics.

● Universal Dependencies has become the standard annotation scheme in NLP, 
aiming at cross-lingually consistent morphological and syntactic annotation.

● Its main advantages include a large manually annotated multilingual dataset and 
a wide range of tools and services supporting CONLL-U data analysis and 
downstream applications.



Conclusion

● The role of treebanks in NLP is shifting, but they are probably here to stay:
○ Fine-tuning for specific linguistic tasks (e.g. parsing)
○ Model interpretability and understanding 
○ Transfer-learning and domain-specific applications in low-resource scenarios
○ Educational and research tool -- under-exploited in linguistics

● It is important to ensure an active development of such resources and tools for 
Slovenian, and everyone can participate.

○ e.g. new, better annotation tools for Slovenian

● Stay tuned for NLP-related UniDive activities
○ “Universality, Diversity and Idiosyncrasy in Language Technology” (COST Action 2022-2026)
○ Planned in 2025:

■ Shared task on morpho-syntactic parsing
■ Training school on transfer-learning for low-resource languages

https://unidive.lisn.upsaclay.fr/doku.php?id=wg1:wg1


Questions?
kaja.dobrovoljc@ff.uni-lj.si

Thank you!

mailto:kaja.dobrovoljc@ff.uni-lj.si
mailto:kaja.dobrovoljc@ff.uni-lj.si


Useful links

● Jurafsky and Martin 2024. Speech and Language Processing. Chapter 18: Dependency parsing

● https://universaldependencies.org/ 
● UD tutorial for beginners
● de Marneffe et al. 2021. Universal Dependencies.

● UD for Slovenian:
○ Papers on SSJ and SST treebanks for Slovenian:

■ https://aclanthology.org/W17-1406/ 
■ https://journals.uni-lj.si/slovenscina2/article/view/12031 
■ https://aclanthology.org/L16-1248/

○ Detailed UD guidelines for Slovenian with many examples: 
https://wiki.cjvt.si/books/07-universal-dependencies/page/oznacevalne-smernice 

https://web.stanford.edu/~jurafsky/slp3/18.pdf
https://universaldependencies.org/
https://unidive.lisn.upsaclay.fr/doku.php?id=other-events:webinar-1
https://doi.org/10.1162/coli_a_00402
https://aclanthology.org/W17-1406/
https://journals.uni-lj.si/slovenscina2/article/view/12031
https://aclanthology.org/L16-1248/
https://wiki.cjvt.si/books/07-universal-dependencies/page/oznacevalne-smernice

