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Idea of differential evolution

ÅStornand Price, 1997

ÅMetaheuristic

ÅOptimization in Ra

ÅNo need for gradient vector

ÅCombines ideas from evolutionary computation

Some slides taken from Hossein Talebiand Hassan Nikoo.



Template of evolutionary program

generate a population of agents (objects, data structures)

do {

compute fitness (quality) of the agents
select candidates for the reproduction using fitness
create new agents by combining the candidates
replace old agents with new ones

} while (not satisfied)

Åimmensely general -> many variants



Crossover

Å Single point/multipoint

Å Shall preserve individual objects



Crossover: bit representation

Parents:     1101011100 0111000101
Children:   1101010101    0111001100



A fitness function



Crossover: vector representation

Simplest form
Parents:   (6.13, 4.89, 17.6, 8.2) (5.3, 22.9, 28.0, 3.9)
Children: (6.13, 22.9, 28.0, 3.9)  (5.3, 4.89, 17.6, 8.2)

In reality: linear combination of parents



Linearcrossover

ÅThe linear crossover simply takes a linear combination of the two
individuals.

ÅLet x = (x1ΣΧxN) and y = (y1ΣΧyN)

ÅSelecth in (0, 1)

ÅThe results of the crossover is ʰ x + (1- )hy .

ÅPossible variation: choose a different fhor each position.



Mutation

ÅAdding new information

ÅRandom search?

ÅBinary representation:
0111001100 --> 0011001100

Ñ Single point/multipoint

Ñ Lamarckian (searching for locally best mutation)



Gaussianmutation

ÅWhen mutating one gene, selecting the new value by choosing
uniformly among all the possible values is not the best choice
(empirically).

ÅThe mutation selectsa position i in the vectorof floats andmutatesit 
by adding a Gaussian error: a value extracted accordingto a normal 
distribution with mean 0 and variance depending onthe problem.



DE introduction

ÅTheoriginalDEwasdevelopedfor continuousvalueproblems

ÅIndividualsarevectorsὼȟὭɴ ρȢȢὲ of dimensionὲ

ÅDistanceand direction information from current population is used
to guidethe searchprocess
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DE background

ÅDE/rand/1

Å Generate trial vectors (u, mutant, donor) using the 
following formula:

ό ὼ ὼ ὼ

Å Self-organizing ability



Illustration



Difference of DE with other EAs

1. Mutation is appliedfirst to generatetrial vectors,then cross-over
isappliedto produceoffspring

2. Mutation step size are not sampled from prior known PDF
(probability density function), it is influenced by difference
betweenindividualsof the currentpopulation
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Difference Vector

ÅPositionsof individualsprovide valuable information about fitness
landscape.

ÅAt first, individualsaredistributedandover the time they convergeto
a samesolution

ÅDifferencesare large in the beginningof evolution; therefore, we
havebiggerstepsize(exploring)

ÅDifferencesare smallerat the end of searchprocess; therefore we
havesmallerstepsize(exploiting)
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DE mutation

ÅMutation producesa trial vectorfor eachindividual

ÅThis trial vector is then used by crossoveroperator to
produceoffspring

ÅForeachparentὼὸ, we makea trial vectorό ὸ
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Target vector

Weighted Differential



General DE Algorithm
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Geometrical Illustration (mutation)
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Crossover

ÅDE crossoveris a recombination of trial vectorό ὸ and parent
vector ὼὸto produceoffspringὼᴂὸ
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Methods to determine  

ÅBinomial crossover: 

Problem dimension
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Methods to determine  

ÅExponential crossover:
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Geometrical Illustration (crossover)
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Selection

ÅFormutation to makethe trial vector
ÅRandomindividual

ÅAtarget vector

ÅThebestindividual

ÅOneof the bestindividuals

ÅSelection between parent and offspring for the next 
generation
ÅThe better survives
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Control Parameters

Scalingfactor balso called F 

ÅThe smaller the value of bthe smaller the step size

ÅShall be small enough to allow differentials to exploit tight 
valleys, and large enough to maintain diversity.

ÅEmpirical results suggest that b=0.5generally provides 
good performance
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Control Parameters

Recombination probability ὴ also called PCR 
(crossover probability )

ÅThe higher  ὴ the more variation is introduced in 
the new population

ÅIncreasing  ὴ often results in faster convergence, 
while decreasing ὴincreases search robustness
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Notation DE/x/y/z

Åx - the vectorto be mutated
Årand (randomly choosenfrom population) 
Åbest(from currentpopulation)
Åcurrent-to-best (linear combination of current and best)
Åpbest(one of the bwst, randomly selected(

Åy - the numberof differencevectorsused, i.e. 1 or 2, or more

Åz ςthe crossoverscheme: 
Åbin ςbinomial (nearly binomial distribution of selected components from donors in 

random selection from U(0,1)< PCR)
Åexpςexponential(selectionof components from donor followingthe random

dimension from 1..a, and additional number of components which is a random 
number from 1..a (circular); useful when nearby components are related)
Åarithmetic recombination ό ὼ Ὧ ὺ ὼ , ki being the same for all 

components (line recombination) or different for each component

ÅOn previouspage: DE/rand/1/ bin

Åpopulation size: typically between 5d and 10d, some variants use dynamic 
reduction of population size



ÅTarget vector is the best individual in current population ὼὸ,

ÅOne differential vector is used.

ÅAny of the crossover methods.
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ÅAny method for the target vector selection

ÅMore than one difference vector

ÅAny of the crossover methods

ÅThe larger the value of ὲ, the more directions can be 
explored per generation.
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Å● ὸis randomly selected

ÅThe closer gis to 1, the more greedy the search process 

ÅValue of gclose to 0 favors exploration. 
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