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|dea of differential evolution

AStornand Price, 1997

AMetaheuristic

AOptimization in R

ANo need for gradient vector

ACombines ideas from evolutionary computation

Some slides taken from Hossdialebiand Hassamikoao



Template of evolutionary program

generate a population of agents (objects, data structures)
do {

compute fitness (quality) of the agents

select candidates for the reproduction using fithess
create new agents by combining the candidates
replace old agents with new ones

} while (not satisfied)

Aimmensely generat> many variants



Crossover

A Single point/multipoint
A Shall preserve individual objects



Crossover: bit representation

Parents: 11010111000111000101
Children: 110100101 011100100
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Crossover: vector representation

Simplest form
Parents: (6.13, 4.89, 17.6, 8.2%.3, 22.9, 28.0, 3.9)
Children: 6.13, 22.9, 28.0, 309 (6.3, 4.89, 17.6, 8P

In reality: linear combination of parents



L Inearcrossover

AThe linear crossover simply takes a linear combination of the two
Individuals

AlLetx = (x= %) andy = (Y= %)

ASelect in (0, 1)

AThe results of the crossoverhisc + (2 h)y.

APossible variation: choose a differénfor each position.



Mutation

AAdding new information
ARandom search?
ABinary representation:

N
N

01110011006->(C'11001100
Single point/multipoint
Lamarckian (searching for locally best mutation)



Gaussiamutation

AWhen mutating one gene, selecting the new value by choosing
uniformly among all the possible values is not the best choice
(empirically).

AThe mutation selesta positioni in the vectorof floats andmutatesit
by adding a Gaussian error: a value extracted accotdiaghormal
distribution with mean 0 and variance dependingtbe problem.



DE introduction

ATheoriginal DEwasdevelopedfor continuousvalueproblems
AlndividualsarevectorswhQ® p&% of dimensiont

ADistanceand direction information from current population is used
to guidethe searchprocess



DE background

A DE/rand/1

A Generate trial vectors (u, mutant, donor) using the
following formula:

O w I 0o

A Selforganizing ability
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lllustration

Solution space



Difference of DE with other EAS

1. Mutation is appliedfirst to generatetrial vectors,then crossover
IS appliedto produceoffspring

2. Mutation step size are not sampled from prior known PDF
(probability density function), it is influenced by difference
betweenindividualsof the currentpopulation



Difference Vector

APositionsof individuals provide valuable information about fitness
landscape

AAt first, individualsare distributed and over the time they convergeto
a samesolution

ADifferencesare large in the beginningof evolution; therefore, we
havebiggerstepsize(exploring)

ADifferencesare smallerat the end of searchprocess therefore we
havesmallerstepsize(exploiting)



DE mutation

AMutation producesa trial vectorfor eachindividual

AThis trial vector is then used by crossoveroperator to
produceoffspring

AForeachparent® 0 , we makeatrial vectoro o

Target vector

wi(£) = i, (£) + B(xi, (1) = x5 (1))

/

|
Weighted Differential

7;271.3 ~ U(lans)
B e (0,00)
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General DE Algorithm

Set the generation counter, t = 0;
Initialize the control parameters, 3 and p,.:
Create and initialize the population, C(0), of ng individuals;
while stopping condition(s) not true do
for each individual, x;(t) € C(t) do
Evaluate the fitness, f(x;(t));
Create the trial vector, u;(t) by applying the mutation operator;
Create an offspring, X;(t), by applying the crossover operator;
if f(x,(t)) is better than f(x;(t)) then
Add x;(t) to C(t +1):
end
else
Add x;(t) to C(t + 1);

end
end
end

Return the individual with the best fitness as the solution;
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Geometrical lllustration (mutation)

-
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Crossover

ADE crossoveris a recombination of trial vector6 ¢ and parent
vector w 0 to produceoffspring wad

/ { wi;(t) ifjed

7i5(t) = x;;(t) otherwise



Methods to determine

ABinomial crossover:

Problem dimension

J—TU{"h
for each j € {1,...,n,} do
if U(0,1) < p, and j # j* then
J —TU{ik

end
end



Methods to determine

AExponential crossover:

T — 1}
repeat
J— TJU{g+ 1}

7= (7 +1) mod ny;
until U(0,1) > p,. or |J| = ny;



Geometrical lllustratioftrossover)
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] ,/’/guim
_______ : B U (t) ifjeJ
z5(t) = { z;;(t) otherwise
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Selection

AFormutationto makethe trial vector
ARandomindividual
AAtargetvector
AThebestindividual
AOneof the bestindividuals

ASelection between parent and offspring for the next
generation
AThe better survives



Control Parameters

Scalingfactor b also calledF 3 & (O, o0)

N

AThe smaller the value afthe smaller the step size

AShall be small enough to allow differentials to exploit tight
valleys, and large enough to maintain diversity.

AEmpirical results suggest thiat0.5generally provides
good performance
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Control Parameters

Recombination probabilityy also called B
(crossover probability )

AThe higherry the more variation is introduced in
the new population

Alncreasingr) often results in faster convergence,
while decreasing) increases search robustness



Notation DE/x/y/z

Ax - the vectorto be mutated
Arand (randomlychoosenfrom population)
Abest(from current population)
Acurrentto-best (linear combination of current and best)
Apbest(one of thebwst, randomly selected(

Ay - the numberof differencevectorsused,i.e. 1 or 2, or more

Az ¢ the crossoverscheme

Abin ¢ binomial (nearly binomial distribution of selected components from donors ir
random selection from U(0,¥P.Q

Aexpc exponential(selectionof components from donofollowing the random
dimension from 1..a, and additional number of components which is a random
number from 1..a (cwcular) useful when nearby components are related)

Aarithmetic recombinatio®s. @& QU  ®), k being the same for all
components (line recombination) or different for each component

AOnpreviouspage DEfand/1/ bin

Apopulation size: typically between 5d and 10d, some variants use dynarn
reduction of population size



DE /best/1/z

ATarget vector is the best individual in current populatio ,
AOne differential vector is used.
AAny of the crossover methods.

u;(t) = x(t) 4 B(xi, (1) — X5 (1))



DE/x/n,/z

AAny method for the target vector selection
AMore than one difference vector
AAny of the crossover methods

AThe larger the value @f , the more directions can be
explored per generation.

28



Ae (0) is randomly selected

AThe closew is to 1, the more greedy the search process
AValue ofgclose to 0 favors exploration.
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